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Abstract

This paper tests whether Antidumping (AD) protection affects the market power of import-competing domestic firms. We use panel data of about 4000 EU producers that were involved in AD cases to estimate markups before and after the filing of a case. Our findings indicate that AD protection has positive and significant effects on domestic markups, except in cases where import diversion after protection is strong, like in ‘seamless steel tubes’. Our results control for potential endogeneity of AD filings. A randomly drawn control group of firms not subject to AD policy did not have rising markups during the same period.
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1. Introduction

Among trade economists, there is a growing consensus that in many cases, Antidumping (AD) policy is an industrial policy tool in disguise. Instead of keeping ‘unfair imports’ out, it is often aimed at fostering the interests of domestic producers (Blonigen and Prusa, 2003). However, despite the industrial policy nature of AD measures, surprisingly little empirical work has measured the effects of AD policy on domestic producers. In this...
paper, we look at how domestic producers’ markups, defined as price over marginal cost, are affected by AD protection. This seems a natural focus, given that many existing theoretical models of AD have analyzed domestic profitability and price setting behavior.

In theory, an AD duty is very similar to an import tariff. The static effects on an imperfectly competitive industry of a tariff/duty on foreign imports point in the direction of a rise in domestic prices irrespective of the type of competition assumed (Helpman and Krugman, 1989). Several papers have also pointed out that AD protection can result in collusive outcomes with higher prices in the domestic market for both domestic and foreign firms involved in the AD case. A number of dynamic models have also been developed, taking into account that firms involved in AD cases may have incentives to behave strategically to influence AD outcomes. While these models offer some guidance as to what we may expect a priori about the direction of markups, it is not our intention to test any of these models formally. Rather, our primary focus will be to test for a structural break in domestic markups as a result of AD protection.

In particular, we will study the 1996 European AD cases and the domestic producers affected by them. Firm level data for the period 1992–2000 will allow us to estimate markups before and after AD protection for this group of domestic producers.

Given that earlier empirical work has shown that trade liberalization disciplines markups (Levinsohn, 1993; Harrison, 1994; Krishna and Mitra, 1998), we are inclined to expect, a priori, that trade protection will raise markups. However, there are a number of reasons why the effect of AD protection on markups may not be unambiguously positive. Import diversion from dumping countries to non-dumping countries (Prusa, 1997), domestic entry and/or inward FDI are just a few reasons why the increase of domestic markups due to AD protection could be dampened.

Section 2 explains the methodology we apply and discusses the company data that we use. In Section 3, we discuss our findings both for the pooled data across AD cases as well as on a case-by-case basis. In Section 4, we perform a number of extra robustness checks, and Section 5 is a concluding one.

2. Empirical methodology and data

2.1. Methodology

There are many alternative ways to estimate markups. Any choice between them is likely to involve trade offs. Our methodology for estimating markups is based on Roeger
(1995), which is well suited for the firm level data we use. We give a brief summary of the approach below; for detailed derivations we refer the reader to Roeger (1995).

Let the output of the $i$th firm in year $t$ ($Q_{it}$) be determined by the production function

$$Q_{it} = \Theta_{it} F(N_{it}, K_{it}, M_{it}),$$

(1)

where $F(N_{it}, K_{it}, M_{it})$ is linear homogeneous in labor ($N_{it}$), capital ($K_{it}$) and materials ($M_{it}$), and $\Theta_{it}$ is a firm- and period-specific productivity shock.\footnote{The constant returns to scale assumption could bias downwardly the estimated changes in the markup. For a discussion see Konings and Vandenbussche (2004).} Under imperfect competition, the primal Solow residual, $SR_{it}$, can be decomposed into an imperfect competition term (a) and a productivity term (b) as follows (Hall, 1988):

$$SR_{it} = \hat{Q}_{it} - \alpha_{Nit}\hat{N}_{it} - \alpha_{Mit}\hat{M}_{it} - (1 - \alpha_{Nit} - \alpha_{Mit})\hat{K}_{it} = \beta_{it} (\hat{Q}_{it} - \hat{K}_{it}) + (1 - \beta_{it})\Theta_{it},$$

(2)

where $\alpha_{Jit} = (P_{Jit}I_{it}/P_{it}Q_{it})$, $J = N, M$, denotes factor shares in sales, and cavats denote growth rates. Market power is captured by the Lerner index, $\beta_{it} = (P_{it} - c_{it}/P_{it}) = 1 - (1/\mu_{it})$, where $c_{it}$ stands for the marginal cost of firm $i$ at time $t$, $P_{it}$ is the product output price, and $\mu_{it} = (P/c)_{it}$ is the price-cost markup. In Eq. (2), the output and input factors and the factor shares can be observed from the data, but the Lerner index and the productivity shocks cannot.

The productivity shock, $\Theta_{it}$, can be thought of as consisting of two parts:

$$\Theta_{it} = \lambda_{it} + \psi_{it}.$$  

(3)

Firms cannot anticipate the realization on the second component, $\psi_{it}$, so it can be considered as white noise. However, they can anticipate the first component, $\lambda_{it}$, and it may therefore be correlated with inputs. Since both components are unobservable to the econometrician, the application of ordinary least squares to Eq. (2) is likely to result in simultaneity bias.

To deal with this problem, Roeger (1995) derives the dual or price-based Solow residual, with $R_{it}$ referring to the rental price of capital,

$$DSR_{it} = \alpha_{Nit}\hat{P}_{Nit} + \alpha_{Mit}\hat{P}_{Mit} + (1 - \alpha_{Nit} - \alpha_{Mit})\hat{R}_{it} - \hat{P}_{it}$$

$$= -\beta_{it}(\hat{P}_{it} - \hat{R}_{it}) + (1 - \beta_{it})\Theta_{it}$$

(4)

By subtracting Eq. (4) from (2), he obtains the net Solow residual or

$$SR_{it} - DSR_{it} = (\hat{Q}_{it} + \hat{P}_{it}) - \alpha_{Nit}(\hat{N}_{it} + \hat{P}_{Nit}) - \alpha_{Mit}(\hat{M}_{it} + \hat{P}_{Mit})$$

$$- (1 - \alpha_{Nit} - \alpha_{Mit})(\hat{K}_{it} + \hat{R}_{it}) = \beta_{it}(\hat{Q}_{it} + \hat{P}_{it}) - (\hat{K}_{it} + \hat{R}_{it})$$

(5)
Note that the term causing the endogeneity problem, \((1 - \beta_t)\hat{\Omega}_{it}\), does not appear in Eq. (5). This implies that Eq. (5) can be estimated consistently without having to use instrumental variables (IV), which are often difficult to find in micro data.\(^9\)

We can also rewrite Eq. (5) to obtain a direct measure of the price–cost markup, \((P/c)_{it} = \mu_{it}\),

\[
(\hat{Q}_{it} + \hat{P}_{it}) - (\hat{K}_{it} + \hat{R}_{it}) = \mu_{it} \left\{ z_{Nit} \left[ (\hat{N}_{it} + \hat{P}_{Nit}) - (\hat{K}_{it} + \hat{R}_{it}) \right] 
+ z_{Mit} \left[ (\hat{M}_{it} + \hat{P}_{Mit}) - (\hat{K}_{it} + \hat{R}_{it}) \right] \right\}
\]

Despite its apparent complexity, Eq. (6) can easily be estimated with firm level data in order to arrive at an estimate for the markup coefficient \(\mu_{it}\). The single bracketed terms in Eq. (6) all refer to growth rates of nominal values of output and input factors. Therefore, the data requirements are limited to sales \((P_{it}Q_{it})\), the wage bill of workers \((P_{Nit}N_{it})\), the nominal value of the material costs \((P_{Mit}M_{it})\) and the nominal value of capital \((R_{it}K_{it})\). The advantage of using nominal variables is that they do not need to be deflated.

For capital, we use the book value of the fixed tangible assets. For the rental price of capital \((R_{it})\), we follow Hall and Jorgenson (1967) and Hsieh (2002), or \(R_{it} = P_{it}(r_{it} + \delta_{it})\), where \(P_{it}\) stands for the index of investment goods prices, measured at the country level, \(r_{it}\) stands for the real interest rate for each period \(t\) for the country the firm belongs to and \(\delta\) stands for the firm level depreciation rate on fixed tangible assets which we assume to be 10%.\(^{12}\)

To simplify notation, we denote the left-hand side in Eq. (6) by \(\Delta Y_{it}\), which can be interpreted as the growth rate in sales per value of capital in firm \(i\). The terms in between brackets on the right hand side of Eq. (6) are denoted by \(\Delta X_{it}\) and can be interpreted as a composite variable that represents the growth rates in the various input factors weighted by their respective share in sales. For empirical tractability, we assume, as is done in most applications of this type, that markups are the same for all firms within the same sector.

Given the short-time dimension of the data, we do not have sufficient degrees of freedom to estimate a markup for each firm separately. The full model is given in Eq. (7) where we interact the composite variable \(\Delta X_{it}\) with an AD dummy equal to 1 for the years during which AD protection applies (from 1997 onwards) and 0 otherwise. In addition, we also interact \(\Delta X_{it}\) with yearly GDP growth per EU country \(k\) for the country where firm \(i\) is located, to control for changes in markups due to business cycle fluctuations, demand and time effects (e.g., Rotemberg and Woodford, 1991; Roeger, 1995).

---

\(^9\) This approach can be compared to methods for estimating total factor productivity consistently, as in Olley and Pakes (1996) and Pavcnik (2002).

\(^{10}\) Arellano and Bond (1991) use lagged values of the endogenous explanatory variables as instruments. This approach requires a large cross-section dimension of the data to avoid finite sample bias, making its use less feasible on a case-by-case basis. But in Section 4, we report the results of an instrumental variable approach on our pooled data as a robustness check and to control for potential measurement error in the variables that can result in a non-zero error term.

\(^{11}\) This variable comes from the AMECO-database from the European Commission.

\(^{12}\) We experimented with depreciation rates of 15–20%, but results remained the same.
Our empirical specification can be written as follows:

$$
\Delta Y_{it} = x_i + \mu_1 \Delta X_{it} + \mu_2 [\Delta X_{it} \times AD] + \mu_3 [\Delta X_{it} \times GDP_{kt}] + \beta_1 AD + \beta_2 GDP_{kt} + \epsilon_{it},
$$

where $\mu_1$ is the markup before protection, while $\mu_2$ is the change in the markup during AD protection, which is our main interest. The total markup during protection is equal to $\mu_1 + \mu_2$. The change in the markup ratio due to business cycle fluctuations is captured by $\mu_3$; $x_i$ is a firm level fixed effect to capture firm heterogeneity; $\beta_1$ and $\beta_2$ measure the direct impact of the control variables AD protection and GDP growth in country $k$, and $\epsilon_{it}$ is a white noise error term that is added. In the remainder of our analysis, it has to be kept in mind that while our empirical specification allows us to estimate markups ($\frac{P_{it}}{C_{it}}$) it does not allow us to separate the price effect from the cost effect on the markup.

2.2. Data

The accounts data we use come from a commercial database sold under the name of AMADEUS that runs from 1992 to 2000. To identify the EU firms in the import competing industry, we collected information published in the Official EU Journal about the cases. In 1996, 26 new AD Investigations were initiated, representing 12 different products or product groups. A product is very narrowly defined at the eight-digit Combined Nomenclature (CN) product classification used by the European Union. A
unique feature of our approach lies exactly in ‘matching’ these eight-digit products mentioned in the AD case, with the EU firms producing these products.\textsuperscript{14}

In Table 1, we list the 10 product groups for which we could retrieve all the variables from the unconsolidated company accounts, required for our analysis. In column 2 of Table 1, we list the trade-weighted duty in the ‘Protection’ cases that was obtained by multiplying the duty per country by the import shares of the individual dumping countries in the EU. In six cases, the outcome was protection in the form of an AD duty. In one other protection case, ‘Farmed Atlantic salmon’, the outcome was ‘mixed’ with some importers subject to a duty and others subject to a price undertaking. Three cases out of the 10 were terminated without protection.

In the last columns of Table 1, we report the total number of EU firms we used for our analysis and the number of EU firms involved in the initiation of the filing of the complaint to the EU. For clarification, we point out that when the EU Commission decides to impose a duty, it applies to all EU-member states and can be compared to a ‘common tariff’ protecting the EU import competing industry as a whole and not just the EU firms that initiated the AD complaint.

3. Results

3.1. Pooled cases

3.1.1. Basic specification

In the first row of Table 2, we show the results of estimating Eq. (7) for the ‘Protection’ cases, where we pool all cases together. The results are obtained using a fixed effects specification that controls for unobserved firm heterogeneity.\textsuperscript{15} The average markup, $\mu_1$, before the filing decision in the ‘Protection’ cases lies around 16\%, while the increase in markup after protection, $\mu_2$, is 8\% and significant at the 1\% level.\textsuperscript{16} We compare this increase in markups with two counterfactual samples. First, a number of AD complaints resulted in terminations. In row 2 of Table 2, we show the results for the pooled ‘Termination’ cases.\textsuperscript{17} The average markup before filing lies around 26\%, but we fail to find an increase in the markups after 1997.

As a second counterfactual, we randomly sample a control group of EU firms constraining the sampling to 10 sectors, different from the ones already in our data. In order to have a sufficient number of observations in each product group, we sampled sectors at the four-digit NACE level. In view of the high correlation between AD filings

\textsuperscript{14} For full details on the data collection see Konings and Vandenbussche (2004).

\textsuperscript{15} A Hausman test favored fixed effects over random effects, but results did not differ much. An $F$ test for fixed effects was significant in all our specifications. OLS and robust regression yielded the same qualitative results, but will not be reported for brevity.

\textsuperscript{16} The estimates for $\mu_3$ were all statistically insignificant for the pooled cases and will not be reported for brevity.

\textsuperscript{17} The large number of observations for the Termination cases is due to the more broadly defined products while in the Protection cases products were more specific.
and ‘openness’ of a sector, we constrained the random sampling of our control group in the 25% most open sectors, clustered around 10 different product groups, but excluding those sectors that had been subject to AD filings in the past. The results of our basic specification in Eq. (7) on the pooled sample of these randomly selected product groups are shown in the third row of Table 2. The $\mu_1$ coefficient, giving the level of the markup before 1996 for the total control group of firms, is 21%. But the $\mu_2$ coefficient capturing...
the change in markup after 1997 is negative and insignificant. This suggests that for the firms in our control group we do not find an increase in markups after 1997.

Two additional results are worth pointing out here (for a more detailed discussion see Konings and Vandenbussche, 2004). First, when we run our basic Eq. (7) separately for single product firms and for multi-product firms, we find that the markups of single product firms protected by AD duties increased by 14 percentage points, while in the case of multi-product firms the change was only 7 percentage points. Since most of the firms in our sample are multi-product firms, our results reported earlier are likely to be a lower bound of the true rise in markups at the product line. Second, when running Eq. (7) with an additional interaction dummy for EU firms involved in the filing of the dumping complaint, we find on average an additional 19 percentage points bonus on markups. However, this result should be treated with the necessary caution in view of the small number of observations on initiating firms as indicated in Table 1.

3.1.2. Using AD duty levels

In Table 2, we used an AD dummy, without taking into account the magnitude of the duty. In the first column of Table 3, we replace the AD dummy with the trade-weighted AD duties in the Protection cases.18 Averaging the trade-weighted duties over all cases gave us a duty level for the 96 Protection cases of about 20% with a standard deviation of 12%. This may seem low compared to estimates for the US, where the average dumping margin is around 65% (Blonigen, 2003). One of the reasons is the ‘lesser-duty-rule’ that prevails in the EU but not in the US, which implies that the AD duty can be smaller than the dumping margin.

The results in the first column of Table 3 show that the average markup across products is about 16%, comparable to what we had in Table 2 using the AD dummy. The change in the markup coefficient is equal to 0.302 and is statistically significant. The effect of the duty evaluated at the average duty level is $0.302 \times 0.20 = 0.061$ or about 6 percentage points, which compares quite well with the 8 percentage point increase obtained with the AD dummy. Note also that in Table 3, we now have a negative and significant effect of GDP growth on markups. The effect on markups evaluated at the mean GDP growth of 2% in our sample amounts to a reduction in markups of less than 1 percentage points.

3.1.3. Import diversion effects

In order to check to what extent markups vary with imports of dumping countries, we include in our basic specification the ‘log of imports in tons of the dumping countries’ instead of the AD variable.19 We expect a negative sign for this interaction term in the sense that when imports of the dumping countries fall after protection (Prusa, 1997), we expect to see domestic markups go up. To capture the idea of trade diversion, we also include in our basic specification an additional interaction term with the ‘log of imports of the non-dumping countries’.20 Here, we also expect a negative sign of the coefficient of

---

18 In the ‘mixed’ case we assumed the price undertaking to be equal to the country wide duty level.
19 We do not have information on the imports of individual dumping firms, therefore, we take as a proxy the product level imports from dumping and non-dumping countries similar to what Prusa (1997) used.
20 Data were obtained from EUROSTAT, annual intra- and extra-EU imports (2001).
the interaction term. If trade diversion takes place, the non-dumping countries start exporting more to the EU market, putting downward pressure on the domestic markups. The results are reported in column (2) of Table 3. The ‘log of imports of dumping countries’ has a negative and significant effect on markups, while the ‘log of imports of the non-dumping countries’ has a negative and insignificant effect on markups, suggesting that trade diversion is far from complete in the AD cases we consider. However, the inclusion of imports may result in an endogeneity bias, therefore, in the final column of Table 3, we also run a specification where we lag imports of the dumping and of the non-dumping countries by 2 years. The results do not change. The dominant effect on markups is the imports of the dumping countries.

3.2. Individual cases

We now turn to the 10 different products in which the AD investigations took place. The markups and the change in markups are presented in Table 2. In all but one of the affirmative AD cases, we find the change in the average European markup as a result of AD protection to be positive and significant, with markup increases ranging between 5.5 percentage points in the case of ‘Leather handbags’ and 36 percentage points in the case of ‘Bed linen’. The exception to the general increase in markups due to AD protection is ‘Seamless steel pipes and tubes’ where we do not find any effect of AD protection on the average markup, despite the relatively high trade-weighted duty level of 27.9% applying in this case. The explanation seems to lie partly in the substantial trade diversion that followed the protection decision, as illustrated in Fig. 1. While dumped imports fell after

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation results for pooled cases (fixed effects), using AD duty levels</td>
</tr>
<tr>
<td>Protection cases (1)</td>
</tr>
<tr>
<td>$\mu_1 = P/c$</td>
</tr>
<tr>
<td>$\Delta Y$ (= composite explanatory variable of nominal inputs weighted by factor shares)</td>
</tr>
<tr>
<td>$\mu_2 = \Delta P/c$</td>
</tr>
<tr>
<td>$\Delta Y$ interacted with AD trade-weighted duty level</td>
</tr>
<tr>
<td>$\Delta Y$ interacted with log of dumping imports</td>
</tr>
<tr>
<td>$\Delta Y$ interacted with log of non-dumping imports</td>
</tr>
<tr>
<td>$\Delta Y$ interacted with annual country level GDP growth</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>Number of observations</td>
</tr>
</tbody>
</table>

Similar to Table 2. The AD duty, GDP growth and the log of imports in tons from dumping countries and from non-dumping countries have also been included in the regressions separately as extra controls in addition to their interactions but results are not reported for brevity.
1996, there was a simultaneous increase in imports from the non-dumping countries, leaving the total extra-EU imports of ‘Seamless steel pipes and tubes’ quite stable after protection. This substantial trade diversion is likely to have prevented the domestic EU market for ‘Seamless steel pipes and tubes’ from raising their markups.

Quite a different pattern emerges in the ‘Leather handbags’ case as illustrated in Fig. 2. While imports of the dumping countries fell after 1996, the imports of the non-dumping countries remained at the same level as before the protection. There was clearly far less trade diversion going on, if any. As a result, less total imports entered the EU market after 1996, presumably allowing domestic EU markups to rise by 5.5 percentage points over and above the 23% markup that already prevailed in the market before protection.

For the three Termination cases, ‘Synthetic fibre ropes’, ‘Luggage and travel goods’ and ‘Video tapes’, we fail to find a significant increase in markups after 1996. This seems to suggest that changes in markups are driven by the outcome of a case and not so much by the AD filing decision, as already suggested by the pooled results.
Finally, we turn to a control group of 10 different product groups in the EU, listed in the bottom half of Table 2. Markups before 1996 in these sectors range from 13% to 34%. However, none of the product groups in our EU control group experienced a significant increase in markups after 1996.

4. Robustness checks

4.1. Controlling for selection bias

One important concern we need to address is that the filing of an AD case may depend on certain firm and industry characteristics. The pattern of markups before protection speaks to this issue (Fig. 3). For ‘Protection cases’, the yearly evolution of markups before protection is quite erratic up to 1996. After protection sets in, there seems to be an upward trend in markups. This suggests that it is unlikely that the average increase in markups that we find in the ‘Protection cases’ is due to a self-selection of firms with rising/declining markups receiving AD protection. The evolution of markups in the ‘Terminations’ is much more stable over time but without a clear upward trend afterwards. Finally, for the firms in the ‘Control group’, a pattern emerges that is more similar to the ‘Termination cases’ than to the ‘Protection cases’.

We test more formally for the presence of selection bias by using a two-step Heckman procedure (Greene, 2000, p. 930). We used all AD filings aggregated up to the four-digit sector level between 1995 and 2000 to estimate the probability of AD filing as a function of import penetration, industry employment, sales growth and previous AD filings, as in Blonigen and Park (2001). From this equation, we computed the inverse Mills ratio and included it in Eq. (7). Given that the computed Mills ratio resulted from a separate estimation, we adjusted the standard errors in the main analysis by bootstrapping it a 1000 times (Hill et al., in press). The results are reported in row (4) of Table 2. We note that for the pooled sample of firms in the Protection cases, the price–cost markup is now estimated at about 18% and its increase after AD protection is estimated at almost 9 percentage points, which is very similar to the results under the fixed effects specification in row (1). Furthermore, the inverse Mills ratio is not statistically significant different from zero, which suggests that our basic specification is not subject to selection bias.

4.2. Endogeneity

A second concern is that firms filing for protection may expect their prices to go up in the future which can affect input demands. This can be seen from Eq. (6) where output prices occur on the left-hand side and inputs on the right-hand side of the equation. This

---


22 The results of this selection equation are omitted for brevity, but can be found in Konings and Vandenbussche (2004).
may result in endogeneity of $\Delta X$ in Eq. (7). Similarly, endogeneity may come from measurement error in the input variables.

To account for these two sources of endogeneity, we estimate Eq. (7) with instrumental variables using the general methods of moments estimator (GMM) proposed by Arellano and Bond (1991) (AB). This implies that we use as instruments all lagged values of $\Delta X$ starting from $t-2$ and before and estimate Eq. (7) in first differences to control for unobserved fixed effects. Table 4 shows the results. While the point estimates are quite different compared to those reported in Table 2, we continue to find a significant increase in markups in the ‘Protection’ cases, while no statistically significant increase in the ‘Termination’ and ‘Counterfactual’ cases was found. We note that the Sargan test confirms the instrument validity in all cases and that the second order serial correlation test (SOC) does not reject the model.

Another concern is that the methodology we used so far did not control for any dynamics in the markups. If AD protection is induced by low markups, and if markups are mean-reverting, the observed post-duty increases in markups might have little to do with the effects of duties on market power.

To explore this possibility, we turn to an alternative approach to measuring market power. As discussed by Tybout (2003), a common approach is to use the observed firm level price–cost margin (PCM), defined as sales net of expenditures on labor and materials over sales ($\text{PCM}_{it} = (P_{it}Q_{it} - P_{M_{it}}M_{it} - P_{N_{it}}N_{it}) / P_{it}Q_{it}$). We follow the literature and specify the following regression equation:

$$\text{PCM}_{it} = \gamma_1 + \gamma_2\text{PCM}_{i,t-1} + \gamma_3(K_{it}/P_{it}Q_{it}) + \gamma_4\text{AD} + \gamma_4\text{GDP}_{kt} + \varphi_{it}, \quad (8)$$

where $\gamma_i$ is an unobserved firm level fixed effect and $\varphi_{it}$ is a white noise error term. The lagged dependent variable is included to control for the possibility that price–cost margins are mean-reverting. As additional controls we include the capital–sales ratio, GDP growth in country $k$ at time $t$, year dummies and case dummies. We estimate Eq. (8) in first differences using GMM and instrument the lagged dependent variable $\text{PCM}_{i,t-1}$ and the

---

23 This may be explained by the choice of instruments, i.e., lagged values of $\Delta X$. **Fig. 3.** Evolution of markups for the pooled 1996 antidumping cases.
The results are shown in Table 5. The point estimates suggest that the firm level PCM is on average 4 percentage points higher after protection, while we find no significant increase in the firm level PCM in the ‘Termination’ cases or the ‘Counterfactual’. Given that the sample average PCM in the Protection cases is 27% before protection, an increase of 4 percentage points in the PCM after protection is equivalent to an increase of 7.5

Table 5

<table>
<thead>
<tr>
<th></th>
<th>Protection cases</th>
<th>Termination cases</th>
<th>Counterfactual</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM</td>
<td>0.233*** (0.03)</td>
<td>0.215*** (0.04)</td>
<td>0.242*** (0.039)</td>
</tr>
<tr>
<td>Capital intensity</td>
<td>−0.04*** (0.01)</td>
<td>0.022 (0.026)</td>
<td>−0.035** (0.016)</td>
</tr>
<tr>
<td>AD protection</td>
<td>0.04** (0.02)</td>
<td>0.001 (0.016)</td>
<td>−0.006 (0.016)</td>
</tr>
<tr>
<td>GDP growth</td>
<td>0.13*** (0.03)</td>
<td>0.098*** (0.03)</td>
<td>0.068*** (0.015)</td>
</tr>
<tr>
<td>Year dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Case dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.02*** (0.007)</td>
<td>−0.012*** (0.008)</td>
<td>−0.02*** (0.004)</td>
</tr>
<tr>
<td>Sargan test</td>
<td>0.51</td>
<td>0.60</td>
<td>0.30</td>
</tr>
<tr>
<td>Test second-order serial correlation</td>
<td>0.32</td>
<td>0.031</td>
<td>1.9</td>
</tr>
<tr>
<td>Number of observations</td>
<td>4468</td>
<td>3368</td>
<td>9645</td>
</tr>
</tbody>
</table>

***/** Denotes statistically significant different from zero at the 1%/5% level. Instruments include all available moment restrictions on PCM and capital intensity at $t - 2$.
percentage points in the markup ($P/c$). This is very similar to our basic estimates reported in Table 2.

Thus, irrespective of the method used, we find evidence of a positive effect on firm markups after AD protection.

5. Conclusion

In this paper, we report evidence that markups of domestic firms increase significantly during AD protection against dumped imports. In view of the firm level data we use, our results can be considered as a lower bound of the true rise in markups at the product line. AD filings without ensuing protection did not result in increased markups, suggesting that the ‘protection’ decision rather than the ‘filing’ decision is required for rising markups. Import diversion has a negative effect on markups and is more prevalent in some industries than in others.

It is not clear a priori whether the same results would hold for the US. The absence of the ‘lesser-duty’ rule and the presence of an ‘Administrative Review process’ in the US (Blonigen and Haynes, 2002) result in higher duties than in the EU. However, the substantial trade diversion reported for the US by Prusa (1994), could discipline markups more than in the EU, where trade diversion seems less strong (Konings et al., 1999). Hence, the effect of AD duties on markups for the US is difficult to predict, and remains an interesting topic for future research.
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